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Abstract 

We aimed to compare the concordance of information extracted and the time taken between a large language 
model (OpenAI’s GPT‑3.5 Turbo via API) against conventional human extraction methods in retrieving informa‑
tion from scientific articles on diabetic retinopathy (DR). The extraction was done using GPT3.5 Turbo as of October 
2023. OpenAI’s GPT‑3.5 Turbo significantly reduced the time taken for extraction. Concordance was highest at 100% 
for the extraction of the country of study, 64.7% for significant risk factors of DR, 47.1% for exclusion and inclu‑
sion criteria, and lastly 41.2% for odds ratio (OR) and 95% confidence interval (CI). The concordance levels seemed 
to indicate the complexity associated with each prompt. This suggests that OpenAI’s GPT‑3.5 Turbo may be adopted 
to extract simple information that is easily located in the text, leaving more complex information to be extracted 
by the researcher. It is crucial to note that the foundation model is constantly improving significantly with new ver‑
sions being released quickly. Subsequent work can focus on retrieval‑augmented generation (RAG), embedding, 
chunking PDF into useful sections, and prompting to improve the accuracy of extraction.
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Introduction
It is critical for policy and clinical guidelines to be based 
on the best available evidence [5]. Systematic reviews are 
often regarded as the gold standard for evidence syn-
thesis [8], appraising the latest evidence transparently 
and objectively by employing established standards [2]. 
Consequently, poorly conducted systematic reviews 

can potentially misinform future clinical guidelines 
and policies [8]. Misinformed clinical guidelines could 
equip practitioners with inaccurate scientific informa-
tion and clinical advice, compromising the quality of care 
[9]. Additionally, misinformed clinical guidelines could 
potentially encourage ineffective, harmful, or wasteful 
interventions [9].

In recent years, as the number of primary stud-
ies continues to increase, current methods of manual 
information extraction by researchers for the synthesis 
of systematic reviews is not sustainable and efficient. 
Depending on the experience of the researcher and the 
number of studies selected, conducting a systematic 
review can take up to 2  years [7]. However, given the 
surge of artificial intelligence (AI) in recent years, there 
is potential for it to be a powerful tool to speed up the 
process of information extraction from each scientific 
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article. In particular, large language models (LLMs), a 
generative AI, such as the generative pre-trained trans-
former (GPT), which can process and generate text, 
may be adopted to expedite the systematic review pro-
cess. Layering upon LLMs, the retrieval-augmented 
generation process (RAG), an information retrieval 
component, can improve the accuracy of information 
extraction of articles, delivering more precise and con-
textually relevant responses [3].

Systematic reviews require high accuracy in meth-
ods, which may be difficult for AI to attain [6]. One of 
the challenges of accuracy is the occurrence of poten-
tial hallucination, where it produces information that 
may sound plausible but are either factually incorrect 
or unrelated to the given context [10]. As such, evaluat-
ing the performance of AI tools adopted for this pro-
cess is critical. In recent times, there has been a lot of 
research evaluating the performance of an LLM that is 
open for public use, ChatGPT, in medical research [1]. 
The accuracy of ChatGPT in answering medical queries 
regarding different domains such as cancer, liver dis-
eases, and COVID-19 vaccination, has been assessed 
[1]. The results reported different accuracy ranges of 
ChatGPT, from 18.3 to 100% [1]. However, the perfor-
mance of OpenAI’s GPT-3.5 Turbo in extracting infor-
mation from scientific articles stored in PDF format has 
not been evaluated.

This study aimed to compare the concordance of infor-
mation extracted and the time taken between OpenAI’s 
GPT-3.5 Turbo against conventional human extraction 
methods in retrieving relevant information from scien-
tific articles on diabetic retinopathy (DR).

Methods
Twenty papers on diabetic retinopathy (DR) were ran-
domly selected from PubMed. Information on (1) 
country of study, (2) significant risk factors of DR, (3) 
inclusion and exclusion criteria, and (4) odds ratio (OR) 
and 95% confidence interval (CI) was extracted by the 
first researcher. A second researcher checked the infor-
mation extracted by the first researcher. Discrepancies 
between the two researchers were resolved through dis-
cussions with a third researcher.

Using the OpenAI application programming interface 
(API), we invoked a question and answer (QA) model 
using GPT-3.5 Turbo, as of October 2023. The twenty 
papers were processed by OpenAI’s GPT-3.5 Turbo 
as an entire batch of PDF files. Instructional prompts 
were used to query the same information from all arti-
cles using OpenAI’s GPT-3.5 Turbo (Fig. 1). A complete 
match between the 2 approaches was defined as accu-
rate. Concordance for each information extraction was 
calculated as the number of articles with accurate infor-
mation extracted by OpenAI’s GPT-3.5 Turbo divided by 

Fig. 1 Retrieval‑augmented generation of OpenAI
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the total number of articles. The time taken for extraction 
was also assessed.

Results
Of the twenty papers, GPT-3.5 Turbo was unable to 
extract information from three (15%) articles as they 
were not in PDF format. For the remaining seventeen 
(85%) papers, GPT-3.5 Turbo took 5  min compared to 
1310 min by the researcher. Concordance between GPT-
3.5 Turbo and manual extraction by the researcher was 
highest for the extraction of the country of study at 100%, 
64.7%% for significant risk factors of DR, 47.1% for inclu-
sion and exclusion criteria, and 41.2% for OR and 95% CI 
(Table  1). The concordance levels seem to indicate the 
complexity associated with each prompt.

Discussion
OpenAI’s GPT-3.5 Turbo performance in extracting 
specific information varied from excellent to poor. The 
availability of required information in the main text and 
the complexity of prompts may be potential reasons to 
explain the poor concordance observed for information 
extraction of (1) odds ratio and 95% CI and (2) inclu-
sion and exclusion criteria. Specifically, complete infor-
mation on odds ratio and 95% CI are often presented as 
images, which cannot be extracted by OpenAI’s GPT-
3.5 Turbo. It was also observed that the performance of 
GPT3.5 Turbo decreases when each prompt contains two 
different types of information to be extracted. Nonethe-
less, despite the limited performance of GPT-3.5 Turbo, 
our results demonstrated that the use of GPT-3.5 Turbo 
had significantly reduced the time taken for information 
extraction. This will improve productivity, with the use of 
the AI as an assistant.

GPT-3.5 Turbo performance in information extraction 
is dependent on the availability of required information 
in the main text and the complexity of prompts. Infor-
mation extraction for systematic review is a mammoth 
task, with large amounts of information to be extracted 
from many articles. GPT-3.5 Turbo may be adopted to 

extract simple information that can be easily found in 
the text (e.g., country of study), leaving more complex 
information (e.g., odds ratio, 95% CI) to be extracted by 
the researcher. Researchers should continue to review 
the information extracted by GPT-3.5 Turbo. Adoption 
of GPT-3.5 Turbo into the process will expedite the pro-
cess of information extraction and reduce researchers’ 
fatigue. To the best of our knowledge, there are no pub-
lished studies available that evaluated the concordance of 
information extracted from scientific articles with con-
ventional human extraction methods. However, there is 
a study that examined the performance of GPT-3.5 Turbo 
for abstract screening. In that study, the authors reported 
that precise and detailed prompts yielded more accurate 
responses [4]. The authors also highlighted that GPT 
should be engaged as an assistant to compliment the 
screening process to enhance the speed of the process. 
The authors’ findings are similar to what was observed in 
our study.

Future applied research could also focus on RAG, 
embedding, chunking PDF into useful sections, and 
prompting to improve the accuracy of extraction. Addi-
tionally, it is crucial to note that the foundation model of 
the large language model, GPT, is constantly improving 
significantly with new versions being released quickly. 
With the rapid evolvement of LLMs, robust evaluation 
frameworks will be needed to (1) continuously provide 
feedback and (2) evaluate and monitor the performance, 
to support information extraction for systematic reviews.

Conclusion
Our results suggest that OpenAI’s GPT-3.5 Turbo may 
be adopted to extract simple information that is easily 
located in the text. However, human researchers are still 
needed to do the task of more complex information that 
may be presented in the tables or images of the articles.

Abbreviations
DR  Diabetic retinopathy
AI  Artificial intelligence
LLM  Large language model
GPT  Generative pre‑trained transformer
OR  Odds ratio
CI  Confidence interval
RAG   Retrieval‑augmented generation
API  Application programming interface

Authors’ contributions
CCYG and YWF drafted the manuscript and analyzed the data. NDAR and PRK 
acquired the data. WRC, RA, PRK, and JA made major revisions to the draft.

Funding
None.

Availability of data and materials
Data arising from the review may be made available from the corresponding 
author upon reasonable request.

Table 1 Concordance of OpenAI’s GPT‑3.5 Turbo in the 
information extracted

Country Significant 
risk factor

Exclusion 
and inclusion 
criteria

Odds ratio 
and 95% CI

No. of articles 
with accurate 
information 
extracted

17 11 8 7

Concordance 
(%)

100 64.7 47.1 41.2
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